Test #1
MATH 4513

DIRECTIONS: This is the first hour exam for MATH 4513. The test contains ten problems counting
various point values for a total of 100 points. The value of each problem is indicated in parentheses
with the problem. Some of the problems are conceptual, some are computational, and some are
theoretical. You may use a calculator. You may use any theorems which were proved in class or in
the textbook provided that you use them correctly. You may also use results which were proved as
part of your homework as long as you cite them here. You may also use anything you learned in
MATH 2853.
Good luck.

My signature below indicates that I have read and understand the instructions printed
above and I agree to abide by them.

Name (printed):
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Problem 1. Let F be a field and let n be a positive integer (n > 2). Let V be the vector
space of all n x n matrices over F. Which of the following sets of matrices A in V are
subspaces of V7 (5 pts each)

(a) all invertible A;

Solution. The matrices [(1) (1)] and [_01 _01] are invertible, but their sum is the

zero matrix, which is not invertible, so this set is not a subspace of V.
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(b) all non-invertible A;

Solution. The matrices [é 8 and [8 (1)] are not invertible, but their sum is the

identity matrix, which is invertible, so this set is not a subspace of V.



Test #1 MATH 4513

(c) all A such that AB = BA, where B is some fixed matrix in V/;

Solution. Let B be a fixed matrix in V and let W = {A € V| AB = BA}. Let X
and Y be in W, so that XB = BX and Y B = BY. Let k be a scalar. Then

B(X + kY) = BX + kBY
— XB+kYB
= (X +kY)B.

This shows this set of matrices is a subspace.
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(d) all A such that A? = A.

Solution. Let A = [(1] (1)] and let I be the 2 x 2 identity matrix. Then A2 = A and
I? =1, but

<A+I>2=[§ ?J,

which is not A 4 I, so this set is not a subspace of V.
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Problem 2. If C is the field of complex numbers, which vectors in C? are linear combina-
tions of (1,0,—1), (0,1,1), and (1,1,1)? You must fully justify your answer. (5 pts)

Solution 1. We wish to see which vectors (a,b,c) can be written as a linear combination
of the vectors (1,0, —1), (0,1,1), and (1,1, 1). This means we have to solve the equation

1 0 1 a
2110 | +22 |1 +23 |1 =|b
—1 1 1 c

To do this, we form the augmented coefficient matrix

1 01 | a
0 1 1 ] b
-1 11| ¢
Performing Gaussian elimination, we get
101 | a
0 1 1 | b
001 | at+c—b

This matrix has rank 3, so there is a solution for every vector (a, b, c). So, every vector in
C3 is a linear combination of these three vectors.s

Solution 2. Let M be the matrix
1 01
0 1 1
-1 1 1

Putting this matrix into reduced row echelon form, we get
100
010
0 01

This matrix has rank 3, so the three columns are linearly independent. Since C? has
dimension 3, these three columns must form a basis for C3. So, these vectors must also
span C3. So, every vector in C? can be written as a linear combination of these three
vectors.



Test #1 MATH 4513

Problem 3. Is the vector (3,—1,0,—1) in the subspace of R* spanned by the vectors
(2,-1,3,2), (—1,1,1,-3), and (1,1,9,-5)? (5 pts)

Solution 1. The vector (3,—1,0,—1) lies in the span of (2,—1,3,2), (—1,1,1,—-3), and
(1,1,9,—5) if and only if the rank of the matrix

2 -1 1 3
-1 1 1 -1
3 19 0
2 -3 -5 -1

has rank at most 3 and the first three columns span the column space. Performing Gaussian
elimination on this matrix, we get

1 020
0130
0 001
0 00O

This says the fourth column is linearly independent of the first three, so the answer is no,
the vector (3, —1,0, —1) is not in the subspace of R* spanned by the vectors (2, —1,3,2),
(~1,1,1,-3), and (1,1,9, —5).

Solution 2. We determine which vectors (a, b, ¢, d) lie in the span of (2, —1,3,2), (—1,1,1,-3),
and (1,1,9,—5). Taking the augmented coefficient matrix

2 -1 1 a
-1 1 1 b
3 1 9 ¢
2 -3 -5 d
and putting it in row echelon form, we get
1 -1 -1 —b
0o 1 3 a+2b
0 0 0O c—5b—4a
0 0 0 d+4b+a

So, in order for this to have a solution, we must have d + 4b+ a = 0 and ¢ — 5b — 4a = 0.
The vector (3,—1,0,—1) doesn’t satisfy either of these equations, so it is not a linear
combination of the three vectors.
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Problem 4. Let W be the set of all (z1, 22,73, 24, 25) in R% which satisfy

211 — 9 +%x3—x4 =0
T —l—%l’?, — x5 =0

9x1 — 31‘2 + 6.%‘3 — 3$4 — 31‘5 =0

Find a finite set of vectors which spans W. (5 pts)

Solution. This system has augmented coefficient matrix

2 -1 2 -1 0 0
1 0 2 0 -10
9 -3 6 -3 -3 0

Using Gauss-Jordan Elimination, the reduced row echelon form of this matrix is

1020 -10
01 01 =20
000 0 O O
This matrix corresponds to the system
2 —
T + 323 —x5 = 0
To + x4 — 225=0

Solving for the leading variables in terms of the free variables, you get

xry = 3953 5
To = —T4 + 2x5.
So, the solution space is

—%xg + x5 —% 0 1
—x4 + 225 0 -1 2
€3 =x3| 1 +x4 | 0| +x5 |0
Ty 0 1 0
5 0 0 1

The three vectors on the right form a basis for W.
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Problem 5. Let V' be the vector space of all 2 x 2 matrices over the field F. Prove that V'
has dimension 4 by exhibiting a basis for V' which has four elements. Make sure you show
your basis is, in fact, a basis by showing the elements are linearly independent and span

V. (5 pts)

Solution. Proof. Let V be the vector space of all 2 x 2 matrices over the field F. Let

[i Z} be an arbitrary element in V. Then

fol=elo sl eolo o] reli o] +elo 3]

From this expression, it’s clear that the set

o oo ol 0ol Lo )

spans V and the elements are linearly independent, so this set is a basis for V. So, V has

dimension 4.

O
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Problem 6. Find the coordinate vector of the vector (1,0,1) in the basis of C? consisting
of the vectors (2¢,1,0), (2,—1,1), (0,1 +4,1 — i), in that order. (5 pts)
Solution 1. We need to solve

21 2 0 1
1 | 1| 420 | =1 +23 |1+ = |0
0 1 1—1 1

Let M be the matrix with columns (24, 1,0), (2,—1,1), (0,1+14¢,1—1), in that order. Then
the last equation can be written

I 1
M | zo 0
T3 1
So, the solution is
11, 11
1 1 R L A N I 7~ 2!
za| =M |0 — i -1 il |0 3i
z3 Uiy 14 1 U 84 14

Solution 2. We form the augmented coefficient matrix:

2i 2 0 1
1 -1 1+ O
0 1 1-—-2 1

Performing Gauss-Jordan elimination, we get

100 %—%z
010 3i
00 1 3+4i
il
From the solution is %z
it

10
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Problem 7. Show that the vectors

a; =(1,1,0,0), a2 =(0,0,1,1)
as =(1,0,0,4), a4 =(0,0,0,2)

form a basis for R%. Find the coordinates of each of the standard basis vectors in the
ordered basis {a1, as, as, as}. (10 pts)

Solution. We solve
Tio + Xo202 + T3z + T4y = €.

Let M be the matrix with columns ay, oo, ag, ayg. This can be written

Solving this for the coordinate vector, we get

T
T2
T3
T4

-1
=M €1,

so that the coordinate vector of e; with respect to the a-basis is the first column of M1,
Similarly, the coordinate vectors of the other standard basis vectors with respect to a-basis
are the other columns of M~!. So, computing M ! using any method, we have

0 1 0 0

0 0 1 0
[el]a = 1 ) [62]0 = _1 9 [63]04 = 0 9 [64](1 == 0

—2 2 —1/2 1/2

11
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Problem 8. Let V be the complex vector space of 2 x 2 matrices with complex entries.

Let
1 -1
=143
and let T" be the linear transformation on V' defined by T'(X) = AX. What is the rank of

T? Can you describe 72?7 (10 pts)

Solution. A basis for V is

o oo ol 0ol Lo )

as in a previous problem. We compute the image of these four matrices under 7
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Matrices (1) and (3) are clearly dependent as are matrices (2) and (4). However, matri-
ces (1) and (2) are independent and span the image. So the rank of this transformation
is 2.

The linear transformation T2 is given by the matrix A%. Computing this, we get

o [ 5 =5 _.[1 -1]_
A‘[—20 20 =54 4T

So, it looks to me like A2 simply does what A does and then multiplies each vector by 5.

12
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Problem 9. Let W; and W5 be subspaces of a vector space V such that W7 + Wy =V
and W1 N Wy = {0}. Prove that for each vector o in V', there are unique vectors a; € W
and ag € Wy such that @ = a1 + ag. (10 pts)

Solution. Proof. Let W7 and W5 be subspaces of a vector space V such that W1+ Wy =V
and W1 N Wy = {0}. Let @ € V. Since Wj + Wy =V, there exist oy € W; and ay € Wy
so that o = a1 + as.

Suppose there exist of € Wi and of, € Wy so that a = o + o4, also. Then o + as =
o) +af and so a; —o) = ay—as, and this lies in WiNW, = {0}. Hence a; —a) = ag—al, = 0,
so that a1 = o] and ag = ab.

So, there exist unique vectors a; € Wy and as € W such that o = a3 + as. ]

13



Test #1 MATH 4513

Problem 10. Let V be the vector space of all functions from R into R; let V., be the subset
of even functions, f(—z) = f(z); let Vj,, be the subset of odd functions, f(—z) = —f(x).
(5 pts each)

(a) Prove that V. and V,, are subspaces of V.

Solution. Proof. Let f, g € V. and let k € R. Then

(f +kg)(—x) = f(=2) + kg(—x) = f(z) + kg(x) = (f + kg)(),

so V. is a subspace. The proof that V, is a subspace is analogous. ]

14
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(b) Prove that V. +V, =V.
Solution. Proof. Let f € V. Let

1 1

9(z) = 5(f(2) + f(=2)] and h(z) = (f(z) - f(~2)].

Then g € V., h € V,, and f = g+ h. This proves Vo + V, =V.

15
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(c) Prove that V. NV, = {0}.

Solution. Proof. Let f € V. NV,. Then for all x € R,

f(=z) = —f(z) and f(-z) = f(z)

This shows f(z) = —f(x) for all z € R, so f = 0. Hence V. NV, = {0}.
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