Problem Set #5 Solutions
Due Thursday, September 18

William M. Faucette

Problem 2.4.4. Let A and B be n x n invertible matrices. Prove that AB is invertible
and (AB)"! = B71A-1

Solution. Proof. Let A and B be n x n invertible matrices.

Then
(AB)Y(B'A ™YY =ABB YA ' =447 =T
(BT'A™HY(AB) =B YA 'A)B=B"'B=1
So, AB is invertible and (AB)~! = B71A~L O



Problem 2.4.5. Let A be invertible. Prove that A’ is invertible and (A?!)~! = (A~1)t.

Solution. Proof. Let A be an invertible matrix.
Then

At(Afl)t — (AflA)t — It —7
<A71>tAt — (AA71>t — It -7

So, At is invertible and (A?)~! = (A71)%



Problem 2.4.9. Let A and B be n x n matrices such that AB is invertible. Prove that A
and B are invertible. Give an example to show that arbitrary matrices A and B need not
be invertible if AB is invertible.

Solution. Proof. Let A and B be n x n matrices such that AB is invertible.
Let M be the inverse matrix of AB.
Let v € F" and suppose Bv = 0. Then

0=MA(0) = MA(Bv) = M(AB)v = v,

so we see that B has nullity zero and rank n. This says B is invertible.
Now, suppose v € F” and suppose Av = 0. Since B has rank n, there exists w € F” so
that B(w) = v.
0= Av = A(B(w)) = (AB)(w).

Since AB is invertible, this implies that w = 0, so that v = B(w) = 0. It follows that A
has nullity zero and rank n. This says A is invertible.

Let
1 1
A:<i ? 8) and B=1(2 1
0 0

Then
1 1
AB<2 1),

which is invertible, but neither A nor B is invertible (since neither is a square matrix).



Problem 2.4.10. Let A and B be n X n matrices such that AB = I,,.

(a) Use Exercise 9 to conclude that A and B are invertible.

(b) Prove A = B~! (and hence B = A~!). (We are, in effect, saying that for square
matrices, a “one-sided” inverse is a “two-sided” inverse.)

(c) State and prove analogous results for linear transformations defined on finite-dimensional
vector spaces.

Solution. Let A and B be n X n matrices such that AB = I,,.
(a) Proof. By Exercise 9, since I,, = AB is invertible, A and B are invertible. O
(b) Proof. Since AB = I, we know from (a) that B is invertible.

A=AI,=ABB Y= (AB)B ' =1,B7' =B~

Proposition. Let V and W be finite dimensional vector spaces of the same dimension
andletT :V — W, U : W =V be linear transformations satisfying TU = Iy, where
Iy : W — W is the identity map. Then T and U are invertible and T = U~'.

Proof. Let V and W be finite dimensional vector spaces of the same dimension and
let T:V — W, U : W — V be linear transformations from satisfying TU = Iy,
where Iy : W — W is the identity map. Let w € W and suppose U(w) = 0. Then

0=T(0)=TU(w)) = (TU)(w) = Iy (w) = w.

From this we see that U is injective. Since dim (V') = dim (W) and U is injective,
it follows from the Dimension Theorem (Theorem 2.3) that U is surjective as well.
Hence U has an inverse U~!. Then

Ull=IwU'=TU)U ' =T(UU ) =TI =T.

So, T =U"1. O



Problem 2.5.2. For each of the following pairs of ordered bases 3 and 3’ for R?, find the
change of coordinate matrix that changes 3’-coordinates into S-coordinates.

(a) B ={e1,ea} and ' = {(a1,a2), (b1,b2)}
(d) ﬂ = {(_473)7 (27 _1)} and 5/ = {(27 1>7 (_47 1)}

Solution. (a) Let @ change of coordinate matrix that changes (’-coordinates into [3-
coordinates. The jth column of @ is the image of Q[8'(j)] written in terms of /-
coordinates. However, this is exactly how 3’ is given here in the problem. So,

(a1 b
@ = <a2 bg)
(d) Let @ change of coordinate matrix that changes ’-coordinates into -coordinates.

The jth column of @ is the image of Q[S’(j)] written in terms of S-coordinates. So,
we must write (2,1) and (—4,1) in terms of the basis 3.

(0 2)6)-0)

We solve this to get (Z) = (;) .

Similarly, we need to solve
—4 2 a\ (-4
3 —-1/\b) \1

We solve this to get (Z) = <:i) . So,

Q=<§ :D

We need to solve



Problem 2.5.3. For each of the following pairs of ordered bases 8 and ' for P»(R), find
the change of coordinate matrix that changes 3’-coordinates into S-coordinates.

(a) B = {22 2,1} and ' = {asz? + a1z + ag, bax® + byx + by, 22 + c12 + co}

Solution. (a) Once again, we have to write each vector in the (’-basis as coordinate
vectors with respect to the (§-basis. But we can read this off immediately. The
change of basis matrix is

ay bz c
ar b1 <
ap by co



Problem 2.5.7. In R?, let L be the line y = ma, where m # 0. Find an expression for

T(z,y), where
(a) T is the reflection of R? about L.

(b) T is the projection on L along the line perpendicular to L. (See the definition of
projection in the exercises of Section 2.1.)

Solution. (a) Let 3 be the standard basis for R? and let 3’ be the basis {(1,m), (—m, 1)}.

Then we have
g _ (1 -m
g = (m 1 > '

With respect to the basis ', the reflection has matrix

[R]g = ((1) _01) :

The reflection matrix with respect to the standard basis is then

[Rls = 15, [Rlg 11}

(1 —m\ (1 0 = s
T \m 1 0 -1 __m 1
1+m2  14+m?

1—m?2 2m
| 1+m2  14+m?
2m m2—1 |~

1+m?2  14+m?2

(b) Let 3 be the standard basis for R? and let 5 be the basis {(1,m),(—m,1)}. Then

we have
g (1 -m
g = (m 1 > '

With respect to the basis 3/, the projection has matrix

[Plp = <(1) 8) :



The reflection matrix with respect to the standard basis is then

[Pls = 115, [Ple[1]]

= 151Pl (13)
CRD ]

1  _m
1+m?2  1+m?
_m _ _m?_
1+m?2  1+m?

14m?

14m?

)



Problem 2.5.10. Prove that if A and B are similar n X n matrices, then tr(A) = tr(B).
Hint: Use Exercise 13 of Section 2.3.

Solution. Proof. Section 2.3, Exercise 13 says tr(AB) = tr(BA).
Suppose A and B are similar matrices. Then there is an invertible matrix @ so that
B = Q'AQ. By Exercise 13 of Section 2.3, we have

tr(B) = tr(Q 1AQ)
= tr(AQ7'Q)
=tr(A).

O
Since A and B are arbitrary similar matrices, this shows the traces of any two similar
matrices are equal.



Problem 2.5.11. Let V be a finite-dimensional vector space with ordered bases «, 3,
and 7.

(a)

(b)

Prove that if @ and R are the change of coordinate matrices that change a-coordinates
into B-coordinates and S-coordinates into y-coordinates, respectively, then R(Q is the
change of coordinate matrix that changes a-coordinates into y-coordinates.

Prove that if ) changes a-coordinates into (-coordinates, then Q~! changes /-
coordinates into a-coordinates.

Solution. Let V' be a finite-dimensional vector space with ordered bases «, 3, and ~.

()

Proof. Suppose Q and R are the change of coordinate matrices that change a-
coordinates to B-coordinates and (-coordinates to y-coordinates, respectively. Then
for any v € V, we have

Vls = QV]a and [v], = R[v]s.
Then changes a-coordinates into ~y-coordinates.
[Vly = R[v]g = R(Q[v]a) = (RQ)[V]a-
Hence, RQ changes a-coordinates into y-coordinates. O

Proof. Suppose ) changes a-coordinates into S-coordinates. Then for any v € V,
we have

[V]B = Q[v]a-
Then
Q_I[V]ﬁ = Q_I(Q[V]a) = (Q_IQ)[V]a = [v]a-
Hence, Q! changes 3-coordinates into a-coordinates. ]
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